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ENTERPRISE RELIABILITY, SOLID STATE SPEED 

he SSD is gaining rapid accep-
tance in storage arrays, thanks to 
its extremely high performance.  

Unfortunately, the most widely adopted 
approach to using them – putting SSDs 
into a system designed around HDDs – 
ends up crippling the SSDs’ perfor-
mance while cheating the user of much 
that the SSDs have to offer.  By the same 
token, many solutions to protect data and 
make it more reliable and highly availa-
ble are also designed for slower media, 
not high performance SSDs.  As a result, 
many enterprises are not only limiting 
their SSD performance, but also increas-
ing their risks by purchasing SSD solu-
tions that are not optimized for high per-
formance, high availability, or data pro-
tection.  

Newer systems abandon legacy HDD-
based architectures to squeeze more 
speed out of flash.  These systems use 
new topologies and software to better 
harness the SSDs’ performance and re-
liability capa-
bilities at a 
much more 
reasonable 
price.  One 
such system is 
the Kaminario 
K2, which we 
will explore in 
some depth 
later in this 
white paper. 

For the time 
being, let’s look at the flash phenome-
non to see how and why flash SSDs have 
suddenly burst onto the scene. We will 

then explore some of the knotty prob-
lems flash brings to enterprise storage 
design. 

Why SSDs? 
Three key trends are driving the enter-
prise to embrace the use of solid state 
storage: 

1) Data requirements are mu-
shrooming while performance 
needs are on a similarly steep 
growth curve 

2) Costs cannot be allowed to bal-
loon to match the two elements’ 
growth rates 

3) The data center manager must 
find a way to support data and 
performance growth while keep-
ing within a relatively static fis-
cal budget.  

Solid state storage allows the system’s 
performance to grow while inexpensive 

capacity drives 
can be used for 
mass storage, 
thus minimiz-
ing the cost of 
capacity in-
creases.  The 
mix of these 
two – solid 
state storage 
for speed and 
capacity drives 
for mass sto-
rage – usually 

yields a significant performance im-
provement over more common SAN im-
plementations using tiered HDDs in 
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Figure 1. The Memory/Storage Hierarchy
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RAID configurations.  In most cases, the 
performance increase of adding SSDs 
costs less than existing tiered HDD solu-
tions. 

he key reason SSDs can support 
such diametrically opposed goals 
is that they offer extraordinary 

speed for a price that can be justified 
through savings in other parts of the sys-
tem. 

As shown in Figure 1, the price per gi-
gabyte for an SSD is high in comparison 
to that of an HDD, but some server ap-
plications use large numbers of HDDs at 
a fraction of their capacity to increase 
I/O bandwidth.  In many cases, a single 
SSD can provide more speed than a 
number of HDDs at an adequate capacity 
for a competitive price. 

SSD Reliability Concerns 
NAND flash is a messy medium.  One 
means by which chip architects pushed 
NAND flash costs below those of NOR 
flash (or any other memory technology, 
for that matter) was by compromising 
data integrity.  In a move borrowed from 
the HDD industry, NAND flash stores 
data in a way that anticipates data cor-
ruption, then requires an external con-
troller to scrub the data every time it is 
read from the device. As technology 
progresses and NAND prices are driven 
lower (through shrinking process geome-
tries and the use of multi-bit cells), the 
level of data corruption grows, requiring 
ever-increasing levels of error correction. 

Fortunately, such error correction coding 
(ECC) is well understood, and ECC is 
keeping pace with the degradation of 
NAND data integrity, offsetting increas-
es in flash error rates. 

However, another difficulty adds to this 
trouble.  NAND flash has a wear-out 
mechanism that is unique to this tech-
nology. After a large number of 
erase/write cycles, bits start to lock up 
and can no longer be used.  This adds to 

the number of bits that the ECC must 
correct.  As an increasing number of bits 
become unusable, errors rise to approach 
the limits of the ECC engine’s capabili-
ties.  At this point, that particular block 
must be removed from the pool of avail-
able memory. 

SSD designers understand this and im-
plement measures to reduce the number 
of erase/write cycles that the SSD per-
forms.  Most SSDs also maintain a set of 
reserve blocks in the background that 
can be added to the pool of available 
blocks when another block needs to be 
discarded. 

eading the above, some IT ex-
perts may start to worry about 
availability.  If an SSD is com-

posed of blocks that may be decommis-
sioned and relies on spares to keep itself 
in good health, then at some point there 
will no longer be any spares, and the 
SSD will fail simply due to overuse.  
This is a very real problem that has re-
ceived a lot of attention from SSD de-
signers.   

As SSD controller architecture matures, 
these designers have found ways to in-
crease the number of writes the SSD can 
absorb, getting past the wear problem for 
the most part.  Today’s NAND SSDs are 
usually specified to be capable of with-
standing as many as 30 complete over-
writes a day during their warranty period 
(usually three to five years). Even then, 
once an SSD has run out of spare blocks 
and must be removed from operation, it 
is usually locked into a “Read-Only” 
mode; the entire contents of the SSD can 
be read and copied to a new device, but 
no writes will be accepted. Although this 
is still a problem, it is less painful than a 
total loss of the entire contents of the 
SSD. 

In addition to these wear issues, enter-
prises require the same standard availa-
bility and data protection techniques for 
their mission-critical data that are re-
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quired of disk-based systems. These sys-
tems must also take into consideration 
the unique needs of SSDs in these envi-
ronments. Solid state media is so fast 
and can produce so many IOPS that 
most standard high availability and data 
protection methods are insufficient and 
could impact data integrity and system 
speed. 

one of this sits well with users 
who are concerned about the 
availability and integrity of their 

data.  For this reason, some IT experts 
continue to be reluctant to adopt solid 
state storage. 

Figure 2 shows some of the results of a 
survey performed by the Storage Net-
working Industry Association (SNIA) 
and Storage Strategies NOW (SSG-
NOW) and detailed in an Outlook report 
SSG-NOW published in October 2011.  
SNIA and SSG-NOW surveyed 112 IT 
managers, asking what concerns they 
had about 
adopting SSD 
technology in 
their data cen-
ters.  Endur-
ance and wear 
were two of the 
greatest con-
cerns, while 
availability, 
reliability, and 
concerns about 
the novelty of 
the approach were frequently cited as 
other important issues. 

Reliable Solid State Storage 
How can a storage system address these 
problems, especially with the stringent 
data protection and availability needs of 
the enterprise? 

There are many well-established ap-
proaches to data protection.  High avail-
ability is one that is commonly practiced 
– every part of the system is made re-

dundant, and a failover mechanism redi-
rects traffic away from any system ele-
ment that has failed.  Solid state systems 
require a high availability solution that is 
fast enough to failover and recover 
quickly without losing data or signifi-
cantly impacting performance.  

Another such approach is end-to-end 
data protection, in which data is pro-
tected not only through the ECC inte-
grated into SSDs, but also with check-
sums and verification mechanisms.  
These verification mechanisms ensure 
that data will be read back from storage 
the way it was written in, or it will be 
written again.  The system does not trust 
that data has been stored until a verifica-
tion is issued and an acknowledgement 
is sent to the host. 

o guarantee data availability, sys-
tems must ensure that data pers-
ists even in the event of a hard-

ware failure.  RAID (redundant array of 
inexpensive 

disks) is a to-
pology that has 
found favor in 
storage arrays 
for its speed 
and data integr-
ity.  HDDs are 
arrayed in a 
topology that 
either stores 
multiple copies 
of data in dif-

ferent disks (mirroring), or uses parity to 
allow any single failed disk to be re-
placed and rebuilt without ceasing op-
eration.  Some RAID systems are striped 
– data is written to and read from several 
disks simultaneously to multiply I/O 
bandwidth. 

RAID systems were designed for HDDs 
and have been optimized over decades of 
use for an HDD-based environment.  As 
such, they are sometimes ill-suited for an 
SSD-based environment. 
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Figure 2. The Many Concerns of Solid State Storage
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ere is a real-life example: Be-
cause of their wear mechanism, 
it is reasonable to assume that 

any two identical SSDs that were simul-
taneously installed into the same system 
and given simi-
lar workloads 
can be expected 
to wear out at 
about the same 
time.  One IT 
manager we 
spoke with 
built a RAID 
system of SSDs, 
and after a pe-
riod of time, 
one of the 
SSDs failed.  
While this manager was performing a 
rebuild, a second SSD failed, resulting in 
a system crash that could only be res-
tored through the use of the backup tapes. 

RAID is configured for HDDs that fail 
infrequently and randomly.  SSDs fail 
rarely as well, but fail predictably.  Be-
cause of this, a standard RAID cannot be 
used with SSDs unless measures are im-
plemented to prevent such scenarios 
from evolving. 

If RAID needs to be optimized for SSDs, 
then it only makes sense that other data 
protection technologies such as snap-
shots and replication would follow suit.  

Kaminario’s Solution 
Kaminario has created an architecture it 
calls SPEAR (Scale-Out Performance 
Storage Architecture) that has been de-
vised to address these problems. The 
SPEAR SAN design is a clustered solid 
state storage array whose architecture 
has been optimized to redundantly store 
data while reducing the amount of costly 
high-speed storage in the system – all 
without impacting performance. 

SPEAR also contains a rich storage 
software stack called DataProtect that 

provides automated high availability, 
nondisruptive operations, and extensive 
data protection.  DataProtect reduces 
flash wear while increasing speed 
through highly advanced RAID 10, 

snapshots, and 
remote replica-
tion.  DataPro-
tect also man-
ages the N+1 
hot-swappable 

components, 
allowing them 
to be replaced 
for easy main-
tenance with-
out rebooting 
while the sys-
tem is still 

processing data.  A call-home feature 
alerts system administrators when there 
is an issue, without disrupting operations.  

Figure 3 illustrates a SPEAR system.  
This system is clustered to increase per-
formance and to avoid any single point 
of failure. 

The system consists of ioDirectors and 
DataNodes. The ioDirectors manage da-
ta onto and off of the media in the Data-
Nodes, sending acknowledgements back 
to the system when written data has been 
verified. 

Each DataNode consists of two types of 
storage: faster, costlier solid state storage 
in the primary storage tier, and less ex-
pensive backup storage in the secondary 
storage tier. 

In Kaminario’s fastest systems, the solid 
state storage is DRAM, but most sys-
tems will use flash SSDs. The backup 
storage can either be MLC flash SSDs or 
standard HDDs. The system is thus very 
flexible and can be configured to fit the 
datacenter’s needs and budget. 

DataProtect uses a storage approach that 
Kaminario calls RAID 10HD (Hybrid 
Distributed). RAID 10HD builds on 
standard RAID 10, using both striping 
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and mirroring – striping data across the 
fast solid state portion of multiple Data-
Nodes (DRAM or flash), and mirroring 
to a less expensive backup storage me-
dium (MLC flash or HDD).   

Blocks A, B, C, and D have been added 
in Figure 4 to illustrate how data is 
striped across all the available Data-
Nodes in the system (from two to 14).  
Each data block 
stored in the 
fast storage of 
any one Data-
Node is mir-
rored in the 
backup storage 
of a different 
DataNode.  
This means that 
each of the data 
blocks resides 
in two nodes – 
a copy in one 
DataNode’s fast storage, and another in 
a different DataNode’s backup. 

Should any single DataNode fail, a spare 
DataNode will automatically begin rep-
licating the contents of the failed Data-
Node.  This occurs in the background as 
the data is read from or written to the 
other DataNodes.  

To the system, the impact of this is a 
slowdown for the data that must be read 
from the backup storage. Kaminario 
showed us an example system in which a 
DataNode was suddenly pulled out of 
the live system. Performance was slowed 
as the system dynamically reconfigured 
itself, then it quickly resumed operations 
at full speed.   

Kaminario has also focused attention on 
improving snapshot performance.  Stan-
dard HDD-based snapshot approaches 
perform poorly on SSDs since these ap-
proaches were not designed to take ad-
vantage of faster media.  The system 
quiesce time during snapshots can be 
reduced from seconds to milliseconds if 

the system uses snapshots that are pur-
pose-built for SSDs.  This not only har-
nesses the SSDs’ speed to reduce snap-
shot turnaround time, but it also increas-
es the volume of snapshots that can be 
taken over any period of time.  

Kaminario’s “K2 High Performance 
Snapshots” can be performed every 
second or less with a system quiesce 

time of 10 mil-
liseconds.  To-
day’s standard 
SANs typical-
ly perform 
snapshots us-
ing a Copy-on-
Write ap-
proach, in 
which a copy 
of the un-
changed pro-
duction data is 
written to the 

snapshot before the production volume 
is changed.  Kaminario uses a Redirect-
on-Write approach, in which a new sto-
rage block is assigned to the production 
volume and the old data is simply reas-
signed through a pointer to the snapshot.  
This significantly reduces write traffic to 
wear-sensitive SSDs while accelerating 
throughput, because it reduces the num-
ber of I/Os used to create the snapshots.  
This is enabled, in part, through Kamina-
rio’s “thin provisioning” approach to 
storage, in which blocks are provisioned 
to production storage rather than entire 
LUNs. 

The system can store up to 8,000 snap-
shots, if necessary, before older snap-
shots need to be deleted. 

Kaminario’s remote replication process 
has been designed to use high perfor-
mance solid state storage as both the 
source and the target to help system ad-
ministrators meet their RPO and RTO 
goals.  Remote replication can be per-
formed as often as every 15 seconds, de-
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pending on the size of the data set and 
the bandwidth of the communication 
channel to the replica system.  Only the 
changed blocks are communicated to the 
remote system, accelerating replication 
and eliminating recovery time. 

eal-time analysis of throughput, 
IOPS, and latency over time is 
key to maintaining the optimal 

performance of 
the K2.  This is 
why Kaminario 
integrated an 
easy-to-use 
Performance 
Analysis GUI 
(Figure 5) in 
the K2 to ana-
lyze data traffic 
patterns and 
trends.  System 
administrators 
can track performance parameters over 
time in a single view. 

Wrap-Up: A Good Solution 
The storage community is just beginning 
to be offered systems that have been de-
signed to take advantage of all of flash’s 
speed.  These systems perform signifi-
cantly better than legacy HDD-based 
approaches that have been accelerated 
by replacing HDDs with flash. Although 
the simple addition of SSDs requires a 
far smaller engineering effort, more 

SSDs will be required to net the same 
performance, and all in all, that makes 
the system more expensive. 

By teaming a smart, SSD-aware archi-
tecture with solid data protection, Kami-
nario has devised a very scalable, relia-
ble, and cost-effective system. 

Furthermore, the fact that HDD, flash, 
and DRAM 
can be mixed 
and matched to 
meet the sys-
tem’s needs 
gives the K2 
great flexibili-
ty.  Slower 
systems can be 
built using in-

expensive 
SSDs for the 
fast storage 
and capacity 

HDDs for backup.  The highest-speed 
systems will use DRAM for the fast sto-
rage and enterprise SSDs for backup.  
Between these two extremes lie myriad 
possible configurations to provide the 
right combination of speed and value. 

The system assures high data availability 
and data protection while keeping costs 
reasonable through its unique architec-
ture. 

Jim Handy, February 2012 
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